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Mechanisms linking hyperglycemia in pregnancy to 
cardiovascular system dysfunction in offspring
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ABSTRACT
Hyperglycemia in pregnancy (HIP) is a high-glycemic state that occurs during pregnancy, and gestational 
diabetes mellitus (GDM) is the major cause of it. Studies reveal that GDM has long-term adverse impacts 
on mothers and offspring, such as maternal type 2 diabetes, premature birth and stillbirth in newborns, 
cardiovascular disease, and metabolic disorders in adult offspring. In recent years, studies on the 
transcription level of GDM and metabonomics have provided new insights into the pathophysiological 
mechanism of GDM. This article reviews the transcriptional levels and metabolomics studies involving 
GDM and cardiovascular dysfunction in the offspring, which may provide insight to the long-term health of 
pregnant women and offspring.
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Introduction
  Diabetes may be characterized as a metabolic disturbance 
associated with structural and functional impairment 
to many tissues and organs, especially the heart, blood 
vessels, eyes, nerves, and kidneys. The pathophysiology 
and etiology of hyperglycemia in pregnancy appear 
correlated with hormonal dyshomeostasis and may be 
significantly impacted by the simultaneous influence 
of genetic and environmental factors. Indeed, there is 
a gradual increase in insulin response to nutritional 
stimulation during pregnancy, consistent with progressive 
insulin resistance (1).
  Gestational hyperglycemia occurs when pancreatic beta 
cells can no longer adequately respond to increased insulin 
demand during pregnancy. Gestational diabetes mellitus 
(GDM) is diabetes first diagnosed during pregnancy and 
may occur anytime during the pregnancy (most likely after 
24 weeks) (2). Pregnant women who have pre-existing 

diabetes - type 1 diabetes, type 2 diabetes, or monogenic 
diabetes - may likely experience in utero hyperglycemia (3). 
Therefore, hyperglycemia in pregnancy (HIP) includes GDM 
and diabetes in pregnancy according to the International 
Federation of Gynecology and Obstetrics, but GDM remains 
the predominant cause of HIP (75–90%) (4,5). 
  With increasing gestational weight gain and maternal 
age, the incidence of GDM has increased over recent 
decades (6–8).  The Hyperglycemia and Adverse 
Pregnancy Outcome Study suggests that the frequencies 
of GDM varied between 9.3% and 25.5% (mean 17.8%) 
(9), depending on the population characteristics and 
diagnostic criteria. With the increasing incidence of HIP, 
more evidence suggests that HIP has a variety of long- 
and short-term effects on both mothers and offspring 
(Figure 1), including preeclampsia, prelabour rupture 
of membranes, hyperbilirubinemia, polyhydramnios, 
hypocalcemia  and hypomagnesemia ,  s t i l lb i r th , 
macrosomia, preterm delivery, and hypoglycemia in 
the newborn, and greater risk of developing respiratory 
distress (10–14). Long-term adverse health implications 
reported in the offspring of HIP mothers include 
overweight and subsequent obesity, cardiovascular 
diseases, increased incidence of neuropsychiatric and 
neurodevelopmental problems, and ophthalmic diseases. 
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In addition, GDM is strongly linked to metabolic 
disorders in adult offspring, including insulin resistance, 
low acute insulin secretory responses, type 2 diabetes, 
persistently impaired glucose tolerance, and adipokine 
changes (15–17). Interestingly, it has been observed 
that these metabolic consequences are more frequent 
in female offspring, suggesting sex-dependent adverse 
effects (15,18,19). In addition, the female offspring 
of GDM mothers are more likely to experience GDM 
during pregnancy, which is regarded as a vicious circle 
(20). Although the prevalence of HIP is increasing, 
hyperglycemia-induced impairment to the offspring’s 
cardiovascular system is unknown. Therefore, the aim of 
this review is to highlight and summarize the currently 
known molecular and metabolic mechanisms that 
contribute to offspring cardiovascular system dysfunction, 
which may provide new insights and therapeutic options 
for improving the long-term health of GDM women and 
offspring (Figure 2). 

1. Gene expression and transcriptional production
  Pancreatic β-cells help the body respond to the decline 
in the mother's insulin sensitivity. When blood glucose 
level decreases during normal physiology, the activity 
of glucokinase, the main glucose sensor in pancreatic 
β-cells, is adaptively increased, thereby enhancing insulin 
secretion (21,22). Meanwhile, prolactin and placental 
lactogen play a maladaptive part in the occurrence 
and development of GDM. It has been demonstrated 
that pregnant mice lacking prolactin receptors develop 
GDM (23). The lack of placental lactogen leads to β-cell 
proliferation, reduction of Menin (24), induction and 
regulation of FoxM1 (25), and activation of the paracrine/
autocrine loop that increases serotonin production (26,27). 
  Small non-coding RNAs (ncRNAs) constitute about 
60% of human genome transcripts. They can bind 
to the special regions of mRNAs and regulate signal 
pathways, embryonic development, and pathological 
processes of diseases through translation inhibition or 
messenger degradation (28–33). Based on their length 
and morphology, ncRNAs that are currently of interest in 
research include microRNAs (under 200 ribonucleotides), 
long non-coding RNAs (lncRNA, longer than 200 
ribonucleotides), and circular RNAs (with the covalent 
binding between the 3’ and 5’ ends) (34, 35). Studies have 
shown that ncRNA-mediated intracellular and intercellular 
communication can be observed under both physiological 
and pathological conditions (34, 36, 37). The expression 
of ncRNAs is essential for the formation of pancreatic 
islet cells (38). Despite their physiological significance, 
several ncRNAs have been found to be correlated with 
insulin resistance and β-cell dysfunction. In particular, the 
abnormal regulation of ncRNAs in utero may influence the 
expression of target genes in offspring and cause long-term 
adverse events, such as obesities and cardiac diseases (39).
  Additionally, Li et al. have suggested that the low 
expression of plasma small nucleolar RNA host gene 17 
(SNHG17) may be used as a predictor in the first semester 
of GDM pregnancy (40). LncRNA maternally expressed 

gene 3 (MEG3) is abnormally upregulated in the blood, 
placental chorionic trophoblast cells, and umbilical vein 
endothelial cells of pregnant women with GDM, and it 
impairs the endothelial function of the fetus through the 
action of miR-345-3p and microRNA-370-3p targets 
and the AKT signaling pathway (41, 42). A follow-
up of 400 women showed that plasma MEG8 levels in 
GDM patients are significantly elevated. In particular, 
researchers are able to distinguish future GDM patients 
from healthy pregnant women through the plasma MEG8 
levels one month before GDM diagnosis (43). Moreover, 
Zhang et al. showed that the expression level of lncRNA 
metastasis associated lung adenocarcinoma transcript 1 
(MALAT1) in the case group is significantly higher than 
that of healthy pregnant women, suggesting that MALAT1 
may also be a novel biomarker (44, 45).
  Not only that, in obese mice with leptin deficiency, 
miR-375 was absent and thus unable to maintain insulin 
homeostasis, and thus develop severe diabetes (46). 
NcRNAs also play an important role during pregnancy 
- studies have found that the placenta-associated 
microRNA is a modulator of peroxisome proliferator-
activated receptor (PPAR). PPAR is a receptor involved 
in capacity control, lipid metabolism and inflammation, 
and has been shown to be associated with type 2 diabetes 
(47). A recent study compared the expression of miR-
143 in pharmacologically treated GDM patients and 
normal pregnant woman in placental tissues in vivo, and 
found that as a protective target, miR-143 participates in 
the abnormal function of mitochondria in the placenta 
of GDM patients by regulating enzymes in glycolysis 
(HK-2) (48). Additionally, a 2016 study found that at 
37-40 weeks of gestation, the expression of miR-98 in 
the placental tissue of GDM mothers was significantly 
increased. The same investigators used the human cell 
line JEG-3 to demonstrate that miR-98 regulates the 
glucose uptake factor Trpc3 by directly regulating Mecp2 
(49). Studies have also shown that during pregnancy, 
the expression of miR-218 and miR-338-3p are down-
regulated, while the expression of miR-144 and miR-451 
is up-regulated. Specifically, under the action of estradiol 
and incretins, miR-338-3p regulates the proliferation 
of pancreatic β-cells (50). Some investigators believe 
that the microRNA from placenta exosomes may reflect 
the metabolic state of the placenta. Therefore, Nair et 
al. compared the microRNA differences between the 
chorionic villi explants in the GDM group and the control 
group through next-generation sequencing. Gene target 
and ontology analyses show differentially expressed 
miRNAs participating in pathways that regulate cell 
migration and carbohydrate metabolism (51). Since the 
fetus is constantly exchanging bodily fluids with the 
mother in utero, ncRNAs may likely be exchanged and 
influence the gene expression of the offspring. Based on 
the regulatory effect of ncRNA on the occurrence and 
development of GDM, as well as its presence in peripheral 
blood, ncRNAs may be used as biomarkers of GDM in 
pregnancy, and may even be utilized to predict the future 
metabolism of the fetus (39).
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2. Metabolomics
  The high glucose environment in utero can lead to fetal 
metabolic disorders. This complex metabolic regulation 
process may partly explain the dysfunction of the 
cardiovascular system in the offspring. As a discipline of 
systematic and full-term research on low molecular weight 
compounds in tissues and body fluids, metabolomics 
can contribute to the elucidation of the mechanism of 
this process and reveal potential therapeutic targets and 
biomarkers (52). In recent years, the primary focus of 
metabolomics data is on the detection of pregnancy 
body fluid compounds of GDM mothers, including 
the detection of pregnant women's serum, plasma, and 
urine. A few other metabolomics studies collected and 
examined other non-traditional samples, such as fetal 
cord blood, urine, and meconium. Additionally, since 
childhood and adolescence are important periods for the 
development of obesity and diabetes (53, 54), there are 
also some metabolomics studies that examined samples 
from children and adolescents who have GDM mothers  
(55). However, despite the multitude of existing GDM 
metabolomics studies, a clear conclusion of metabolic 
profile characteristics still cannot be determined. To 
address this problem, future studies need to increase the 
number of samples in the group, compare the differences 
in metabolomics of samples before and after oral glucose 
tolerance test (OGTT), and improve the diversity of the 
subjects, such as their race, ethnicity, age, and living 
conditions. 

2.1. Maternal Lipid Metabolism
  A study involving 592 mothers and children tracked 
metabolomics data from 6-14 years old (late childhood) 
and 12-19 years old (adolescents) and found that female 
offspring that exhibited in utero hyperglycemia had 
increased levels of phosphatidylcholine, diacylglycerol, 
and phosphatidylethanolamine, which can increase the risk 
for obesity and higher metabolic dysfunction (56). Other 

studies have also shown that acetone and 3-hydroxybutyric 
acid are elevated in GDM, suggesting increased fatty 
acid catabolism (57). Indeed, another pregnancy cohort 
study of 178 GDM and 180 normal pregnant women 
showed that in addition to metabolites that participate 
in fatty acid oxidation, other metabolites were changed; 
the investigators found 17 metabolic compounds were 
altered (58). In the third trimester, from the control group 
to the mild increase in blood glucose group to the GDM 
group, the total fatty acids (FAs) and several specific 
FAs in the serum of pregnant women showed a gradually 
increasing trend for metabolites (59). Other studies 
utilizing LC-MS and GC-MS have confirmed that several 
lysophospholipids, taurine bile acids, and long-chain 
polyunsaturated fatty acid derivatives in GDM pregnant 
mothers are different than normal pregnancy control 
mothers, which may partly be responsible for changes in 
redox balance and low degree of inflammation (60).

2.2. Maternal Amino Acid Metabolism
  Amino acids are indispensable nutrients for intrauterine 
growth, and the fetus carries out protein synthesis and 
oxidation. In addition to providing the amino acids, the 
placenta is also involved in protein transamination and 
the synthesis of some non-essential amino acids (61). 
Some non-essential amino acids are metabolized and 
delivered through interorgan cycling between the fetal 
liver and the placenta. The liver metabolizes glutamine 
(Gln) and glycine (Gly) and delivers them to the placenta 
as glutamate (Glu) and serine (Ser), respectively (62, 
63). Therefore, the amino acid metabolism in the uterus 
is intimately connected to the growth of the fetus. The 
results of studies on mothers with type 1 diabetes show 
that the concentration of many amino acids increases 
during the first and third trimesters of pregnancy (64), 
which may suggest that in a state of high glucose in the 
uterus, the increase in amino acid metabolism and the 
sugar load affect fetal insulin secretion, thereby inducing 

Figure 1. A variety of effects on both GDM mothers and offspring. In addition to maternal target organ damages, GDM can lead 
to obstetric accidents in newborns and metabolic dysfunction in adolescents. The adverse health effects of GDM in various groups are 
listed above.
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subsequent pathophysiological changes. Metabolomics 
studies of GDM mothers show that ketogenic amino acids 
and branched chain amino acids (BCAA) are released by 
skeletal muscle at a low rate and are mainly catabolized 
by the liver. Among them, the levels of fasting carnitine 
ester levels are lower, fasting β-hydroxybutyrate and free 
fatty acid levels are higher, and the levels of methionine, 
glycine, alanine, citrulline, and ornithine are significantly 
higher in GDM pregnant mothers relative to normal 
pregnant women. In normal pregnancy, proteolysis, 
ketogenic amino acids, and BCAA are catabolized in 
the liver. As a result, ketogenic amino acids are totally 
oxidized and gluconeogenesis is enhanced, thereby 
accelerating the urea cycle (65). The three common 
BCAA include leucine, isoleucine, and valine. In the past, 
researchers have found that BCAA is associated with 
obesity in childhood and adolescence and future insulin 
resistance, and studies have confirmed that nondiabetic 
people have lower BCAA levels compared with people 
who will develop type 2 diabetes later. Hence, BCAA 
may be a significant risk factor for diabetes (66–69). 
Indeed, an early study showed that the fasting and 
postprandial BCAA levels of the GDM population in the 
third trimester of pregnancy (30-39 weeks) are higher 
than those of the normal control pregnancy population 
(70). On the contrary, there are some studies showing that 
at 30-33 weeks and 37-41 weeks of pregnancy, there is 
no difference in the BCAA level in the plasma of GDM 
mothers relative to the normal control group. (61, 65). 
Some investigators believe that although BCAA may be 
used as a metabolic marker for predicting type 2 diabetes, 
it may not have the identical predictive power for GDM as 

anthranilic acid, alanine, glutamic acid, serine, creatinine, 
and allantoin; these metabolites are remarkably different 
between GDM pregnant population and normal pregnant 
population (71). 
  It is worth noting that in the early pregnancy metabolic 
map, itaconic acid, cis-aconitic acid, and acylcarnitine can 
be used as serum biomarkers to distinguish GDM pregnant 
mothers from normal pregnant women, and can be used 
for predicting subsequent metabolic development of GDM 
mothers and offspring (72, 73). Studies have demonstrated 
that in the first trimester of pregnancy, there are 
remarkable differences in the levels of arginine, glycine, 
and 3-hydroxyisovalerate carnitine in serum samples of 
GDM pregnant patients compared with serum samples 
of normal pregnant women (74). Results from research 
on GDM have demonstrated increased hypoxanthine 
excretion due to hypoxia and enhanced gluconeogenesis 
for energy supply, as well as increased production of 
sugar-generating amino acids and cis-aconitic acid, 
suggesting the need for the increase in the tricarboxylic 
acid cycle (57). A study that collected nuclear magnetic 
resonance (NMR) spectra of GDM parturients’ amniotic 
fluid (AF) during the second trimester of pregnancy for 
metabolomics testing showed that abnormal fetuses seem 
to suffer from changes in energy metabolism and renal 
dysplasia. The metabolic profile of the GDM population 
before diagnosis indicates that as the average level 
of glucose increases, several amino acids, creatinine, 
glycerophosphocholine, acetic acid, formic acid and other 
compounds show a slight downward trend (73). 

2.3. Maternal Asymmetric Dimethylarginine (ADMA)

Figure 2. Conceptual diagram of associations among maternal GDM and offspring health outcomes throughout gestation 
to adulthood. The co-regulation of adipokines, lncRNA, and microRNA affect the metabolic changes and induce the occurrence of 
diseases and produce possible adverse consequences for offspring.
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  Endothelial dysfunction caused by reduced bioavailability 
of nitric oxide (NO) is considered an early cause of 
atherosclerosis. Asymmetric dimethylarginine (ADMA) 
is an endogenous NO synthesis inhibitor, which is closely 
related to amino acid metabolism and participates in 
the metabolic process of protein modification in the 
cytoplasm (75). Some studies believe that it is involved in 
the occurrence of endothelial dysfunction and subsequent 
adverse cardiovascular events (76). The results of some 
clinical studies have shown that ADMA levels are elevated 
in various metabolic diseases like insulin resistance, 
type 2 diabetes, chronic heart failure, atherosclerosis, 
hypercholesterolemia, hypertension, and chronic renal 
failure (55). Other studies have also suggested that ADMA 
can be used as an independent predictor of cardiovascular 
death and all-cause mortality (76–79). ADMA level has 
been shown to exhibit a gradually increasing trend among 
normal pregnant mothers, impaired glucose tolerance 
mothers and GDM mothers, which may be significantly 
positively correlated with the increase in insulin and 
gestational age (80–82). Moreover, some studies have 
found that severe endothelial dysfunction exists in both 
IGT and GDM patients in the third trimester and is 
directly related to blood glucose levels. Together, these 
studies provide evidence that ADMA may be involved in 
the pathophysiological mechanism of GDM (83).

2.4. Maternal adipokines that regulate metabolism  
  Some adipokines play an essential  role in the 
pathophysiological mechanism of diabetes. Studies 
have shown that in the second trimester of pregnancy, 
overweight GDM women have higher levels of leptin than 
normal pregnant women (21–23). At the same time, the 
researchers also observed that adiponectin decreases in the 
first 1-3 months of GDM pregnancy (24, 25). Therefore, 
some researchers suggest that the ratio of adiponectin to 
leptin (usually < 0.33, at 6-14 weeks of pregnancy) may 
be a predictor of GDM (26). Additionally, in the third 
trimester of pregnancy, cytokines such as high-sensitivity 
C-reactive protein (hs-CRP) and tumor necrosis factor 
alpha (TNF-α) in the serum of GDM women are higher 
than those of normal pregnant women (27–29). It has 
also been found that in the 24-28th week of pregnancy, 
the plasminogen activator inhibitor-1 (PAI-1) of GDM 
women is elevated significantly (29). Moreover, visfatin 
increases at 11-13 weeks of GDM women(30). In contrast, 
omentin-1 is reduced in the second trimester of GDM 
women (31). Studies have also reported that FABP4 is 
elevated in the first and third semesters (32–34), while 
plasma RBP4 levels are high in the first two months 
of GDM pregnancy (25, 35). Furthermore, in the third 
semester of GDM, some researchers have noted elevated 
levels of fibroblast growth factor-23 (FGF-23) (36).

2.5. Progeny metabolomics
  In recent years, in addition to focusing on the 
metabolomics samples of GDM mothers, researchers have 
also examined the effect of GDM on the metabolomics 
of offspring. Studies have performed nuclear magnetic 

resonance spectrum analysis on the umbilical cord 
serum of newborns and found that the offspring samples 
from GDM mothers have lower glucose levels than the 
control group, and detected the increase of pyruvate, 
histidine, alanine, valine, methionine, arginine, lysine, 
hypoxanthine, l ipoprotein and lipid levels (84). 
Researchers have found that 14 meconium metabolism 
markers and 3 urinary metabolism markers, of which four 
meconium metabolism biomarkers (taurodeoxycholic 
acid, glycocholic acid, oxytrihydroxy leukotriene B4, and 
DHAP (8:0) is closely involved in lipid metabolism (85). 
It is highly probable that the specific changes in GDM 
offspring after birth and even the susceptibility of diseases 
in adulthood may be due to alterations in lipid metabolism 
pathways (phospholipids, taurine-bound bile acids, and 
long-chain polyunsaturated fatty acid derivatives) (60). 
  Changes in the levels of endogenous biomarkers indicate 
that there is an increase in glucose, amino acids, and fatty 
acid assimilation in GDM, as well as the co-regulation 
of adipokines, lncRNA, and microRNA. The combined 
effect of these factors will affect fetal insulin secretion (86), 
which may induce the occurrence of diseases and produce 
possible adverse consequences for offspring by affecting 
lipid, amino acid, purine metabolism. Unbalanced lipid 
metabolism seems to be a characteristic feature of GDM.
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Multivariable analysis for complete resection rate of 10-20 mm 
non-metastatic rectal neuroendocrine tumors: a retrospective 
clinical study
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ABSTRACT
Background: This retrospective study aimed to identify key factors affecting the rate of complete resection 
for non-metastatic rectal neuroendocrine tumors (NETs) using both transanal local excision (TLE) and 
endoscopic submucosal dissection (ESD).

Methods: Records in the past 10 years were retrieved, for a total of 95 patients diagnosed with non-
metastatic rectal NETs sized between 10-20 mm. Treatment outcomes were first compared between TLE 
and ESD to identify significantly associated factors. Monofactor analysis was then performed between 
complete and local resections to identify risk factors, which were then subjected to a multivariable analysis 
to identify independent risk factors.

Results: Treatment outcomes between TLE and ESD were significantly associated with depth of invasion 
(P=0.039) and complete/local resection (P=0.048). By monofactor analysis between complete and local 
resections, depth of invasion, tumor size, tumor stage and endoscopic manifestation were identified to be 
risk factors (P=0.014, 0.003, 0.002 and 0.028, respectively). In subsequent multivariable analysis, depth 
of invasion and tumor size were independent risk factors, with odds ratio of 18.838 and 37.223, and 95% 
confidence interval of 1.242-285.800 and 2.839-488.078, respectively.

Conclusion: Depth of invasion and tumor size were independent risk factors that significantly affect the 
complete resection rate of 10-20 mm non-metastatic rectal NETs.

Keywords: Rectal neuroendocrine tumors · Multivariable analysis · Transanal local excision · Endoscopic 
submucosal dissectionscriptome · Metastasis

Introduction
  Neuroendocr ine  tumors  (NETs)  i s  a  type  o f 

gastrointestinal NETs in the rectum, which constitutes 
over 30% of all gastrointestinal NET diagnosis and ranks 
the most frequent only after small bowel NETs (1). The 
incidence rate of rectal NETs has risen by nearly 10 
times in the past 3 decades (2). This sharp increase is 
thought to be a result of elevated awareness of the disease 
development, as well as improved preventive screening 
for colorectal cancer, because significant fraction of renal
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neoplasms are of low grade/stage at diagnosis (3, 4). It’s 
estimated that at the time of diagnosis, approximately 
80% of rectal NETs are less than 10 mm in diameter, with 
no indication of invasion or metastasis (5). According 
to European Neuroendocrine Tumor Society (ENETS) 
guidelines, medium sized rectal NETs (10-20 mm) are 
considered to have low risk of metastasis, for which 
adequate local resection is appropriate (6, 7).
  Conventional polypectomy has been used to treat rectal 
NETs, but its efficacy is less than ideal for tumors with 
submucosal invasion (8, 9), therefore novel improved 
techniques, including endoscopic submucosal dissection 
(ESD) and endoscopic mucosal resection (EMR), are 
developed (2). EMR is advantageous over conventional 
polypectomy because submucosal injection produces a 
peduncle to lift the rectal NET away from the muscularis 
propria thereby enabling simple resection with snare 
cautery (1). Similar to EMR, tumors are also lifted out of 
the muscularis propria layer through submucosal injection 
in ESD, which has been consistently suggested to yield 
higher rate of complete resection than EMR (10, 11). 
However, compared to EMR, ESD is associated with 
increased incidence of complications and adverse events, 
including bowel perforation and delayed bleeding post-
procedure (2).
  In this retrospective study, we retrieved records in the 
past 10 years, including a total of 95 patients diagnosed 
with non-metastatic rectal NETs sized between 10-20 
mm. Risk factors affecting the rate of complete resection 
for non-metastatic rectal NETs between transanal local 
excision (TLE) and ESD were analyzed and hereby 
reported.

Materials and Methods
Ethical statements
  The current retrospective study was approved by the 
Ethical Committee of the Affiliated Suqian Hospital of 
Xuzhou Medical University and the Affiliated Jiangning 
Hospital of Nanjing Medical University. All patients 
provided written consent forms, and their records were 
used anonymously.

Inclusion and exclusion criteria
  Patients with records that met these inclusion criteria 
were included: 1) being diagnosed of rectal NET with 
a size between 10-20 mm; 2) with clear endoscopic 
images and complete post-operation pathology and 
immunohistochemistry results; 3) with complete baseline 
characteristics including magnetic resonance imaging 
(MRI), computerized tomography (CT) and hematology 
results; 4) without local or distant metastasis; 5) received 
either TLE or ESD surgical treatments; 6) with tumor 
stage classification using post-operation tissue sample 
based on the 2010 World Health Organization (WHO) 
classification (12). Patient records were excluded if 
they were: 1) with non-rectal NETs or mixed adeno-
neuroendocrine carcinoma; 2) with rectal NETs smaller 

than 10 mm or larger than 20 mm.

Patients
  Records of a total of 95 patients with rectal NETs, who 
were admitted in the Affiliated Suqian Hospital of Xuzhou 
Medical University and the Affiliated Jiangning Hospital 
of Nanjing Medical University between January 2008 and 
April 2019, were eventually eligible for the current study. 
These 95 patients included 59 males and 36 females, aged 
from 29 to 58 years with a median age of 49.

Statistical analysis
  SPSS 17 software was used for statistical analysis. 
First, chi square test was used to compare enumeration 
and categorical data, while Student t test was used to 
compare quantitative data. Significant factors were then 
subjected to monofactor analysis to identify risk factors 
differentiating between complete and local resections. 
Risk factors with P < 0.05 were further subjected to 
multivariate logistic regression analysis, to calculate odds 
ratio (OR) with 95% confidence interval (CI). P < 0.05 
indicates statistical significance.

Results
  Patient characteristics are listed in Table 1. In the total of 
95 eligible patients analyzed in the current study, 59 were 
males and 36 were females, and their median age was 
49 years old. By endoscopic examination of their rectal 
NETs, 39 patients presented as wide-base polyp and 56 
as protrusive mass. Pre-operation trans-rectal ultrasound 
indicated that 47 cases had mucosal invasion and the 
other 48 cases had tumor invasion into the submucosa. 
Median distance of the NETs to anal verge was 6.5 cm, 
ranged from 3-15 cm. 51 patients underwent TLE while 
the other 44 were treated by ESD. Median tumor size 
of all patients was 11.5 cm, with the range 10-20 cm 
(by inclusion criteria). Based on WHO classification, 87 
patients were in G1 stage, while 8 were in G2, and no G3 
patient. Among all 95 patients, 75 cases continued with 
endoscopic follow-up, with a median follow-up length of 
37.1 months, ranged from 3.5-113.0 months.
  Next, treatment outcomes were first compared between 
TLE and ESD to identify significantly associated factors 
(Table 2). Among 51 TLE cases, 43 were complete 
resection (84.3%), while only 24 cases were complete 
resection in 44 ESD procedures (54.5%), with statistically 
significant difference (P=0.048). Depth of invasion 
was another significant factor between TLE and ESD 
(P=0.039).
  Monofactor analysis was then performed between 
complete and local resections to identify risk factors 
(Table 3). Depth of invasion (P=0.014), tumor size 
(P=0.003), tumor stage (P=0.002) and endoscopic 
manifestation (P=0.028) were found to be significant 
risk factors distinguishing complete resection and local 
resection.
  The abovementioned four single risk factors were then



ZHU, et al. STEMedicine 2(7).e89. JULY 2021.

 https://doi.org/10.37175/stemedicine.v2i7.89 3

subjected to multivariate logistic regression analysis, 
among which only depth of invasion and tumor size were 
calculated to be independent risk factors (Table 4). The 
OR for depth of invasion was 18.838 with 95% CI of 
1.242-285.800, while the OR of tumor size was 37.223 
with 95% CI of 2.839-488.078.

Discussion
Surgical strategy for rectal NETs
  NETs are a type of well-differentiated epithelial 
neoplasm, with the main characteristic of predominant 
neuroendocrine differentiation. According to the 2010 
WHO classification, NETs can be categorized into G1 
(mitotic count < 2 per 10 high-power fields and/or Ki67 
index < 3%) and G2 (mitotic count 2-20/10 high-power 
fields and/or Ki67 index 3-20%) stages.(6, 12) Due to 
low atypia and proliferation of tumor cells, rectal NETs 
generally present good prognosis with 5-year overall 
survival of 88.3 (13), with complete resection being 
the only guaranteed curative option (14). However, for 
most well-differentiated NETs of small size (< 10 mm), 
local resection is considered more appropriate because 
radical surgery carries a higher risk to benefit ratio. The 
metastatic risk of rectal NETs smaller than 10 mm, which 
can be completed resected, was considered to be only 
3-9.8%,(9) whereas metastatic risk of rectal NETs between 
10-20 mm was as high as 10-15% (15). Consistent with 
the above reported metastasis rates, a very recent analysis 
has also concluded that, there is no survival benefit to 
radical resection of 10-20 mm, nonmetastatic rectal NETs 
(16). Moreover, endoscopic/local resection was also 
controversial due to the lack of a consistent recognition 

of its efficacy (17). In comparing complete vs local 
resections, as well as TLE vs ESD, data in our study 
suggested that, although ESD is a safer surgical approach, 
it carries certain post-operation complications especially 
bleeding and perforation. Despite of these complications, 
the outcome of ESD is not impacted by the distance 
of tumor to anal verge, suggesting potential clinical 
benefits in cases of NETs with long distance. On the other 
hand, we have observed that pre-operation trans-rectal 
ultrasound for depth of invasion also affected the surgical 
outcome between complete and local resections, indicating 
that local resection yielded better efficacy. Therefore, 
local resection is the preferred surgical approach for rectal 
NETs between 10-20 mm, when permitted by distance of 
tumor to anal verge. Of note, 75 patients were re-visited 
endoscopic examination after surgery, putting the effective 
follow-up rate of our study as high as 78.94%, and no 
recurrence was observed.

Factors contributing to degree of resection for rectal NETs
  Since surgical strategies for rectal NETs are mainly 
determined based on tumor size and stage, accurately 
assessing the size and invasion depth of the tumor 
by trans-rectal ultrasound is of critical importance 
before surgery (18). Currently there has been no clear 
recommendation for the best endoscopic resection strategy, 
but recent studies have suggested that, complete tumor 
resection with clear surgical margin is difficult to achieve 
by traditional rectal endoscopic polypectomy, especially 
when the tumor is sessile or arises from the deep portion 
of the epithelial glands penetrating the mucosa into the 
submucosa (19). Clinical limitations still exist even though 
constantly improving surgical techniques have greatly

Table 1. Clinical characteristics of patients. 

Factors Data
Gender (male/female) 59/36
Age, year [median (range)] 49 (29-58)
Endoscopic manifestation
      Sessile polyp 39
      Protrusive mass 56
Depth of invasion
      Mucosa 47
      Submucosa 48
Distance to anal verge, cm [median (range)] 6.5 (3-15)
Treatment
      TLE 51
      ESD 44
Tumor size, mm [median (range)] 11.5 (10-20)
Tumor stage
      G1 87
      G2 8
Cases of follow-up, n (%) 75 (78.94%)
Length of follow-up, months [median (range)] 37.1 (3.5-113.0)
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Table 2. Treatment outcomes between TLE and ESD.

Factors TLE
(n=51)

ESD
(n=44) P value

Age, year [median (range)] 48 (30-58) 50 (29-57) 0.445

Gender (male/female) 19/32 40/4 0.250

Degree of resection

      Complete 43 24
0.048

      Local 8 20

Endoscopic manifestation

      Sessile polyp 19 20
0.356

      Protrusive mass 31 25

Depth of invasion

      Mucosa 35 12
0.039

      Submucosa 16 32

Distance to anal verge, cm [median (range)] 6.7 (3-9) 10.1 (8-15) 0.128

Tumor size, mm [median (range)] 15.6 (10-20) 11.9 (10-19) 0.582

Tumor stage

      G1 47 40
0.963

      G2 4 4

Post-operation complications

      Bledding 8 4
0.996

      Perforation 0 4

Table 2. Treatment outcomes between TLE and ESD.

Factors Complete 
(n=67)

Local 
(n=28) P value

Treatment

TLE 43 8 0.112

ESD 24 20

Gender (male/female) 31/36 28/0 0.999

Age, year [median (range)] 49 (29-58) 50 (36-57) 0.919

Depth of invasion

Mucosa 47 0 0.014

Submucosa 20 28

Distance to anal verge, cm [median (range)] 9 (3-15) 7 (5-10) 0.471

Tumor size, mm [median (range)] 13 (10-19) 19 (12-20) 0.003

Tumor stage

G1 59 28 0.002

G2 8 0

Endoscopic manifestation

Wide-base polyp 35 4 0.028

Protrusive mass 32 24

Post-operation complications

Bleeding 8 4

Perforation 0 4 0.866

None 59 20

TLE: transanal local excision; ESD: endoscopic submucosal dissection.

TLE: transanal local excision; ESD: endoscopic submucosal dissection.
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increased the complete resection rate by EMR and ESD. 
In our present study, complete resection rate was 84.3% 
(43/51) for TLE and 54.5% (24/44) for ESD, respectively, 
and is significantly correlated with tumor size and 
invasion depth. Nevertheless, full-thickness excision is 
still a first surgical option for complete removal of rectal 
NETs (20, 21). in which the broadened operative field by 
carbon dioxide insufflations allows accurate determination 
of margins and the possibility of suturing. In addition, 
full-thickness excision greatly reduces complications such 
as bleeding and perforation, the latter of which could be 
repaired without conversion to a transabdominal approach. 
The 8 cases of bleeding after TLE healed spontaneously 
without perforation following conservative treatment. 
On the contrary, 4 cases of perforation occurred during 
ESD as a result of an effort to preserve intact samples, 
all of which were repaired immediately during surgery. 
In the actual surgeries reported here, distance of tumor 
to anal verge also hindered operation and consequently 
impacted complete resection rate, although no statistically 
significant correlation was observed, likely due to small 
sample size.
  Moreover, besides tumor size (no less than 10 mm), 
lymphovascular invasion, muscularis invasion and mitotic 
count, all of which were correlated with recurrence and 
metastasis of rectal NETs (22, 23), histologically complete 
resection is also key factor in preventing recurrence and 
metastasis. In line with this, for rectal NETs between 10-
20 mm, National Comprehensive Cancer Network has 
recommended rectal endoscopic follow-up at 6 and 12 
months after surgery (24).

Lymph node dissection for rectal NETs
  According to the European Neuroendocrine Tumor 
Society Consensus Guidelines, rectal NETs are considered 
to be indolent, and complications are only observed in a 
small proportion of patients. However, recent study has 
pointed out that, despite a relatively indolent behavior, 
approximately 5% of rectal NETs smaller than 10 mm are 
indeed malignant and can metastasize locally (25).
  A retrospective study in epidemiology has found that, 
rectal tumors 11-19 mm in size are more frequent of 
lymph node involvement than smaller ones (26). Patients 
receiving radical excision general have higher tumor stage 
and/or grade, and their tumors may have invaded into the 
muscularis propria, which is independently correlated 
with lymphatic metastasis (15). Although the 5-year 
overall survival rate of rectal NETs is close to 85%, that 
with local metastasis is sharply reduced to 50%, which 
is further decreased merely 20% in cases with distant 
metastasis (27). In the present study, no lymph node 
involvement was detected in either TLE or ESD. Based on 

pre-operation trans-rectal ultrasound scan, tumor invasion 
was restricted to mucosa and submucosa. Therefore, even 
in the case of incomplete resection, a localized colectomy 
is still appropriate for rectal NETs smaller than 20 mm 
with submucosal invasion (28).

Conclusion
  Both TLE and ESD are appropriate therapies to treat 
rectal NETs between 10-20 mm. Tumor size and invasion 
depth are independent risk factors associated with rate 
of complete resection. Cautions should be taken when 
treating these tumors with malignant potential in clinic, 
and it is critical to follow systematic diagnosis and 
management in latest guidelines,(29) in order to choose 
the therapy with the highest benefit-to-risk ratio for 
patients.
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Alcoholism via 6-layer customized deep convolution 
neural network

Ziquan ZHU

ABSTRACT
Background: Alcoholism is caused by excessive alcohol into the human body. Alcohol primarily damages 
the central nervous system of the human body and causes the nervous system function disorder and 
inhibition. Severe addiction can lead to respiratory circulation center inhibition, paralysis and even 
death. So far, the diagnosis of alcoholism is done by radiologist's manual CT examination. However, the 
diagnosis process is time-consuming, subjective and boring for doctors. External factors, such as extreme 
fatigue, lack of sleep and mental concentration, can easily affect the diagnosis process.

Methods: In order to solve this problem, this paper proposed a new neural network based on computer 
vision, which used deep convolution neural network to diagnose alcoholism automatically. A total of 216 
brain images were collected. In the 6-layer customized deep convolution neural network structure, there 
were four convolution layers and two fully connected layers, and each convolution layer was connected 
with a pooling layer.

Results: The results showed that the accuracy, sensitivity, specificity, precision, F1, MCC and FMI were 
95.96% ± 1.44%, 95.96% ± 1.66%, 95.95% ± 1.67%, 95.73% ± 1.72%, 95.84% ± 1.48%, 91.92% ± 2.87% 
and 95.84% ± 1.48% respectively.

Conclusion: It can be concluded from comparison results that the proposed neural network structure is 
more effective than four state-of-the-art approaches. The proposed method has high accuracy and can be 
used as a diagnostic method for alcoholism.

Keywords: Deep convolution neural network · CT image · Alcoholism

Introduction
  Alcohol has inhibitory effect on the central nervous 
system, so moderate drinking will make the human 
body relaxed and warm, which can relieve fatigue, 
calm the nerves, relieve pain and help sleep. But a lot 
of drinking can cause harm to human body, even lead 
to alcoholism which refers to the mental and physical 
disorders caused by excessive drinking. Alcoholism can 
be divided into acute alcoholism and chronic alcoholism. 
Acute alcoholism can be caused by a large amount of 

drinking. A large amount of alcohol into the body would 
firstly cause the central nervous system excited, and then 
inhibit the state. In the whole process, people could do 
a lot of unreasonable behavior, such as giggling, crying, 
attacking, forgetfulness. Severe alcoholism may result in 
liver glucose failure, hypoglycemia, respiratory failure, 
circulatory failure, and even death. Long-term heavy 
drinking can cause chronic alcoholism, which can cause 
mental and physical disorders. Patients with chronic 
alcoholism usually have a drinking history of more 
than 10 years. The cerebral cortex, cerebellum, pontine 
and other lesions occur in the victims. In addition, the 
liver, heart and endocrine glands are damaged, leading 
to deficiency of various enzymes and vitamins in the 
body and severe malnutrition. Patients with this disease 
can develop alcohol dependence syndrome and have 
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withdrawal reactions. Alcoholism, whether acute or 
chronic, can lead to many serious complications, and the 
prognosis is not optimistic.
  With constant development of computer technology, 
computer-based technology has been applied to many 
fields, such as medicine. Kumar, S. et al. used support 
vector machine and fuzzy c-means clustering algorithm 
to reduce the feature dimensions of EEG, so as to detect 
the effect of alcohol on cerebral cortex more accurately 
(1). Rodrigues, J. d. C. et al. presented the classification 
of alcoholic electroencephalographic (EEG) signals using 
Wavelet Packet Decomposition (WPD) and machine 
learning techniques (2). Anuragi, A. et al. proposed a 
novel empirical wavelet transform (EWT) based machine 
learning framework for the classification of alcoholic and 
normal subjects using EEG signals (3). In the framework, 
the adaptive filtering is used to extract Time–Frequency-
domain features from Hilbert-Huang Transform (HHT). 
Hou, X.-X. proposed to use Hu moment invariants 
(HMIs) (4). Han, L. employed three-segment encoded 
Jaya (3SEJ) algorithm for alcoholism recognition (5). 
Qian, P. presented a novel method based on cat swarm 
optimization (CSO) (6). Chen, X. used linear regression 
classifier for alcoholism detection (7). 
  The diagnosis of alcoholism relies on doctors’ manual 
observation based on brain images. However, the 
diagnosis process is time-consuming, subjective and 
boring for doctors. External factors, such as extreme 
fatigue, lack of sleep and mental concentration, can easily 
affect the diagnosis process. In order to solve this problem, 
this paper proposed a 6-layer customized deep convolution 
neural network structure for automatic diagnosis of 
alcoholism. The main innovation and contribution of this 
paper: (i) we proposed an automatic diagnosis method of 
alcoholism based on deep convolution neural network; 
(ii) compared with four state-of-the-art approaches, the 
proposed neural network structure is more effective. Based 
on its excellent experimental and comparison results, the 
proposed neural network structure in this paper can be 
used as one of the methods for diagnosing alcoholism.
  The rest of the structure of this paper is as follows. 
The second section introduces the data sources and 
preprocessing. The third section contains the 6-layer 

customized deep convolution neural network structure. 
The fourth section introduces the experimental results and 
comparison results with four state-of-the-art approaches. 
Section 5 discusses the conclusion, the shortcomings of 
this paper and the future research.

Materials
Database
  In this study, only the samples that meet the standards 
would be used in database for further experiments. The 
applicants joined this research through advertisement 
or participated in Nanjing Brain Hospital of Jiangsu 
Province, Provincial Hospital and Nanjing Children's 
hospital. To ensure precision of the experiment, the 
applicants would be carefully examined and excluded 
those with major mental illness. Applicants that were 
not proficient in Putonghua would be excluded, and 
the data would also be rejected if applicants had the 
following diseases or symptoms, such as stroke, epilepsy, 
liver cirrhosis, liver failure and HIV. If applicants had 
experienced a loss of consciousness for more than 15 
minutes due to seizures, we would also exclude these 
applicants.
  With the full acknowledge and consent from the 
participants, it took us three years to complete the 
data collection. Total of 235 participants (males-117, 
females-118) were tested, consisted of 114 long-term 
abstinence participants (males-58, females-56) and 121 
non-alcohol control participants (males-59, females-62). 
All participants were tested by the “Alcohol Use Disorder 
Identification Test (AUDIT)” (8). The test results are 
shown in Table 1, in grams (9).

MRI Scan
  In the paper, Siemens Verio Tim 3.0T MRI scanner 
was used, and a total of 216 sagittal slices covering the 
whole brain were obtained. During the scan, all applicants 
remained awake, laid down quietly and closed their eyes. 
MP-RAGE sequence was used in 216 images covering 
the whole brain. In the experiment, our final image was 
8-bit gray depth instead of 16 bit gray depth, because 
alcoholism can change brain structure, but not the gray

Alcoholic Nonalcoholic

Males Females Males Females

Age(y) 56.5 + 8.9 59.0 + 8.0 55.3 + 7.9 56.9+8.4

Education(y) 9.3 + 1.6 9.9 + 1.9 9.3 + 2.5 9.6+2.4

DDE(grams/d) 300.7 + 92.1 197.6 + 62.1 4.9 + 3.8 6.8+4.7

DHD(y) 19.6 + 5.4 13.2 + 3.5 0 ± 0 0±0

LOS(y) 6.7 + 3.4 9.8 + 5.1 - -

AUDIT 25.4 + 4.9 25.1 + 4.2 1.6 + 2.2 1.5+2.0

Table 1. Demographic characteristics. 

DDE, daily drinks of ethanol; DHD, duration of heavy drinking; LOS, length of sobriety; AUDIT, alcohol use disorders identification test.
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scale of the image and another reason was that 8-bit gray 
depth is enough for us to complete our study. Here are our 
image parameters: gray level depth = 8-bit, TI = 900 ms, 
TR = 2000 ms, TE = 2.50 ms, FA = 9°, matrix = 256 × 
256, FOV = 256 mm × 2 56 mm.

Slice
  We extracted the brain from all the 3D images and 
removed the skull by using FSL (FMRIB Software 
library) (10, 11). All images were converted to MINI as 
standard template and sampled as 2 mm isotropic voxel, 
as shown in Figure 1. We selected the 80th slice (Z = 80.8 
mm) at the coordinates of mini 152. Compared with other 
brain slices, this brain slice contained two characteristics 
of alcoholism patients: (1) small gray matter, (2) large 
ventricle. After clipping the background, a 176 × 176 
matrix was left for subsequent training.

Methodology
  The main method used in this paper is deep convolution 
neural network. Deep convolution neural network 
(DCNN) has advanced dramatically over the past decade 
in numerous fields related to pattern recognition from 
image processing to voice recognition (12). DCNN can 
reduce the number of parameters in neural network where 
this advantage makes it widely used in image recognition, 
speech recognition and many other fields. 
  Although there are many different DCNN frameworks, 
the basic components of DCNN framework are the 
same or similar, as shown in Figure 2. The input layer, 
convolution layers, pooling layers, activation layers, fully-
connected layers and the output layer constitute a DCNN 
framework.

Convolution
  The convolution layer is composed of input, convolution 
kernel and output. The convolution kernel is used to learn 
and extract input features (13, 14). In the neural network, 
there would be many convolution layers to increase 

efficiency (15). Convolution is a fairly simple operation: 
we start with a small weight matrix (16), the convolution 
kernel and let it gradually "scan" the input data. As the 
convolution kernel "slides", it computes the product of the 
weight matrix and the scanned data matrix (17), and then 
aggregates the results into an output pixel, the formula is 
as follow:
    W_(i+1)=(W_i-F_w+2P)/S+1                                 [1]
    H_(i+1)=(H_i-F_h+2P)/S+1                                    [2]
    D_(i+1)=K                                                               [3]

  In the above formula, the size of the input matrix is 
Wi×Hi×Di (W is width, H is height and D is depth), the 
size of the output matrix is Wi+1 × Hi+1 × Di+1, Fw represents 
the width of the convolution kernel (18), Fh is the height 
of convolution kernel, P represents padding, S represents 
the stride, K represents the number of filters.
  As shown in Figure 3, the input size is the matrix with 
the size of 4 × 4, the filter is 3 × 3 matrix and the output 
is the matrix with the size of 2 × 2. The filter elements 
at each position are multiplied by the corresponding 
input elements and then summed (sometimes called 
multiplication, summation, and addition). The results are 
then saved to the appropriate location in the output. The 
output of the convolution operation can be obtained by 
performing the procedure at all locations. Each step is 
calculated as follows: 
Output1, 1=1×2+2×0+3×1+0×0+1×1+2×2+3×1+0×0+1×
2=15; 
Output1, 2= 2×2+3×0+0×1+1×0+2×1+3×2+0×1+1×0+2×
2=16; 
Output2, 1=0×2+1×0+2×1+3×0+0×1+1×2+2×1+3×0+0×
2=6;
Output2, 2=1×2+2×0+3×1+0×0+1×1+2×2+3×1+0×0+1×
2=15.

Pooling
  Pooling is another important concept in deep convolution 
neural network, which is actually a form of downsampling 
(19). There are many different forms of nonlinear pooling 
functions, which "Max pooling" is the most common, as 
shown Figure 4. It divides the input image into several 
rectangular regions and outputs the maximum value for 
each sub region. The max pooling formula is as follows: 
    MP = max(NR)                                                         [4]

  In the above formula, MP is the max pooling, N 
represents the pooling region, R is the activation set and 
within the pooling region (20, 21).
  Intuitively, the reason why max pooling can work 
effectively is that after a feature is found, its precise

Figure 1. Slice examples. 

Figure 2. DCNN model. 
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position is far less important than its relative position with 
other features [22]. The pooling layer will continuously 
reduce the spatial size of the data, so the number of 
parameters and the amount of calculation will also 
decrease, which also controls the over fitting to a certain 
extent [23, 24]. 
Another method is called average pooling, which is to 
calculate the average value of an region instead of the 
maximum value, as shown in Figure 4. The average pool 
formula is as follows:
    AP = (∑NR)/|NR|                                                        [5]

  After the pooling operation, the output size formula is as 
follows:
    Woutput  = (Winput - Gpooling)/S+1                                    [6]
    Houtput  = (Hinput - Gpooling)/S+1                                     [7]
    Doutput  = Dinput                                                            [8]

  In the above formula, the size of the input matrix is Winput 

× Hinput × Dinput (W is width, H is height and D is depth), 
the size of the output matrix is Woutput × Houtput × Doutput, 
Gpooling represents the size of the pooling kernel and S 
represents the stride (25).
  Generally speaking, the pooling layer is periodically 
inserted between the convolution layers of DCNN. 
In short, the pooling layer is to remove redundant 
information and retain key information.

Batch Normalization
  To comprehensively study the effects of OA treatment 
on LPS-treated Raw264.7 cells, transcriptome analysis 
was conducted for the Control group, the LPS (LPS 
treatment alone) group, and the LPS/OA (LPS plus OA 
treatment) group. Figure 4 showed the general correlation 
and component analysis results. As could be seen, gene 
profiles with changed expression levels were quite 
different among the three groups. However, the pattern 
change of the LPS group was the most significant (with 
a correlation of 0.92), while the correlation increased to 
0.94 between the LPS/OA group and either the LPS or the 
Control group, suggesting that OA treatment restored, at 
least, part of the gene expression profiles from the LPS 
group to the Control group.

Figure 3. Convolution operation.

  Batch normalization (BN) is a way to unify the scattered 
data and optimize the neural network. In the process of 
neural network training, with the increase of the network 
depth (26), the input value of each layer (i.e. x = Wu + 
B, u is the input) gradually shifts and changes (27). The 
reason why the training convergence is slow is that the 
whole distribution is close to the upper and lower limits 
of the value range of nonlinear function (28). Therefore, it 
will lead to the disappearance of the gradient of the lower 
layer network in the back propagation, which is the reason 
for training deep convolution neural network. BN is the 
standard normal distribution that reverses the input value 
of any neuron in each layer back and forth with the mean 
value of 0 and the variance of 1 (29).
  For the deep convolution neural network, the activation 
value of each hidden layer of neurons can be batch 
standardized, which can be imagined as adding a BN 
operation layer to each hidden layer (30). The operation 
layer is located after the activation value of x = Wu + B is 
obtained and before the nonlinear function transformation. 
The specific formula of batch normalization is as follows:

                                                                                   [9]

 The x(k) of this layer of neurons does not refer to the 
original input, it is not the output of the upper layer of 
neurons (31), but the linear activation of this layer of 
neurons x = Wu + B, where u is the output of the upper 
layer of neurons. E[x(k)] is the mean and Var[x(k)] is the 
variance.
  In a word, BN gradually maps the input distribution to a 
nonlinear function, approximates the limit saturated area 
of the value range, and compulsorily returns the normal 
distribution with the mean value of 0 and the variance 
of 1 (32). In this way, the input value of the nonlinear 
transformation function falls into the input sensitive 
region to avoid the problem of gradient disappearance. 
When the gradient is large, the efficiency of parameter 
adjustment can be improved and the convergence speed 
can be accelerated (33).
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Rectified Linear Unit
  In the neural network, the activation function is 
responsible for transforming the sum weighted input from 
the node into the activation of the node or output of the 
input. In order to train a deep convolution neural network 
with random gradient descent with error back propagation, 
an activation function is needed. The activation function 
is actually a nonlinear function that allows learning the 
complex relationships in the data. At the same time, it 
must provide higher sensitivity to activation and input and 
avoid easy saturation. In this paper, we used the rectified 
linear unit activation function (ReLu). The rectified 
linear unit activation function is a simple calculation, the 
formula is as follows:

                                      [10]

  The function is linear for values greater than zero. ReLu 
has many required properties of linear activation function. 
However, it is a nonlinear function because negative 
values always output zero. If the input is 0 or less, it 
returns 0. as shown in Figure 5.

  Compared with other activation functions, such as 
sigmoid and tanh, ReLu is simple to calculate, because it 
is just a max function. ReLu can output true zero value, 
while sigmoid, tanh and other functions can only output 
very close to zero value.

Structure of customized DCNN
  In this paper, we mainly used DCNN as the main 

method. In the DCNN structure, we used four convolution 
layers, four pooling layers and two fully connected 
layers. The number of filters in the first convolution layer 
was 32, the number of filters in the second and third 
convolution layers was 64, and the number of filters in 
the fourth convolution layer was 128. The filters of the 
four convolution layers were all matrices of 3 × 3 size. 
The pooling layer was connected behind each convolution 
layer, and the size of the four-layer pooling layer filter was 
2 × 2 matrix. After convolution and pooling operation, 
two fully connected layers were connected. The structure 
and detailed parameters of DCNN are shown in Table 2. 
The specific flow chart is as shown in Figure 6.
  After four convolution layers and four pooling layers, 
the output size was 11x11x128. In the first fully connected 
layer, the parameter value was obtained by multiplying 
the dense size and the processed data value. The 
specific calculation was 15488 × 1000 = 15488000. The 
calculation of the second layer was the same as that of the 
first fully connected layer, the parameters of the second 
fully connected layer were 2000 (2 × 1000 = 2000).

Measures
  There will still be some deviation between the machine 
prediction and the actual one, so we introduce the 
following concepts to evaluate the performance of the 
classifier, such as sensitivity, specificity, and so on. 
Before introducing the concepts, we firstly introduce the 
confusion matrix. We use a two-class model, so we mix 
all the results of the forecast and the actual situation, as 
shown in Table 3. 

Figure 4. Pooling layer.

Layer Size Parameters

Input 176 × 176

Conv Layer 1 88 × 88 × 32 32  3 × 3, pooling size = 2

Conv Layer 2 44 × 44 × 64 64  3 × 3, pooling size = 2

Conv Layer 3 22 × 22 × 64 64  3 × 3, pooling size = 2

Conv Layer 4 11 × 11 × 128 128  3 × 3, pooling size = 2

FCL 1000 15488 × 1000

FCL 2 2 × 1000

Table 2. Structure of customized DCNN.
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  As a result, the following four situations would appear. 
True positive (TP), which is called true positive rate, 
indicates the number of positive samples predicted by 
positive samples. False positive (FP), which is called false 
positive rate, indicates that it is the number of negative 
samples predicted to be positive samples. False negative 
(FN), which is called false negative rate, indicates that it 
is the number of positive samples predicted to be negative 
samples. True negative (TN), which is called true negative 
rate, indicates the number of negative samples predicted 
by negative samples.
  Sensitivity represents the proportion of pairs in all 
positive cases, and measures the recognition ability of 
classifier to positive cases, the formula is as follows:
    Sensitivity = TP/(TP + FN)                                  [11]

  Specificity refers to the proportion of negative cases 
to all negative cases, which measures the ability of the 
classifier to recognize negative cases, the formula is as 
follows:
    Specificity = TN/(FP + TN)                                 [12]

  Precision is for the prediction results. It means the 
probability of the actual positive samples among all the 
predicted positive samples. It means how many of the 
predicted positive samples can we predict correctly, the 
formula is as follows:
    Precision = TP/(TP + FP)                                    [13]

  Accuracy is defined as the percentage of the total sample 
that predicted the correct results, the formula is as follows:
    Accuracy = (TP + TN)/(TP + FP + TN + FN)     [14]

  Precision and Recall sometimes contradict each other, 
so they need to be considered comprehensively. The most 
common method is F-Measure (also known as F-Score), 
the formula is as follows:
    F1 = 2TP/(2TP + FP + FN)                                 [15]

  MCC is a balanced index, which is mainly used to solve 
the problem of binary classification. The value range 
of MCC is between - 1 and 1. When the value is - 1, it 
means that the predicted result is completely opposite to 
the actual result. When the value is 0, it means that the 
random predicted result is better than the predicted result. 
When the value is 1, it means that the predicted result is 
consistent with the actual result, the formula is as follows:

  [16]

  The measurement of clustering performance is also 
called clustering validity index. For clustering results, 
we need to use some performance measure to evaluate 
their quality. On the other hand, if the final performance 
measurement is defined, it can be directly used as the 
optimization objective of the clustering process, so as to 
better obtain the required clustering results. In this paper, 
we use the FMI index as the evaluation criterion, the 
formula is as follows:
                                                                                

                          [17]
                                                                             

  The mean value is the sum of all the values and then 

Figure 5. ReLu function.
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divided by the number, the formula is as follows:

                                                                                 [18]
  
  Where n is the number of runs and y_i is the results of 
each run.
  The standard deviation (SD) variance reflects the degree 
of data dispersion, the formula is as follows:

                        [19]

Experiments
Statistical Analysis
  We ran ten operations and got ten sets of data in 
this paper, as shown in Table 4. We got the highest 
sensitivity value of 98.25 in the fourth group and the 
lowest sensitivity value of 92.98 in the tenth group. For 
the specificity, the highest specificity value of 97.52 in 
the fourth group to the seventh group and the lowest 
specificity value of 93.39 in the third and tenth groups. 
Among the ten groups of data, the highest precision was 
97.39 in the fourth group, and the lowest was 92.98 in the 
tenth group. The highest accuracy was 97.87 in the fourth 
group, and the lowest was 93.19 in the tenth group. The 
maximum value of F1 was 97.82 in the fourth group and 
the minimum value was 92.98 in the tenth group. The 
maximum value of MCC was 95.75 in the fourth group 
and the minimum value was 86.37 in the tenth group. The 
maximum value of FMIS was 97.82 in the fourth group 
and the minimum value was 92.98 in the tenth group.

   As shown in Figure 7, it can be concluded that the 
fourth group of data results were the best, and all the 
values were the highest in the ten groups of data. The 
result of the tenth group was the worst and all the values 
were the lowest among the ten groups of data.

Comparison to State-of-the-art
  In order to verify the effectiveness of the proposed 
neural network structure, we used four state-of-the-art 
approaches to conduct comparative experiments, HMI 
(4), 3SEJ (5), CSO (6) and LRC (7). The comparison 
test results are shown in Table 5. For the sensitivity, our 
method got the highest sensitivity value (95.96). For the 
specificity, the highest value of specificity was 95.95 
from our method. Compared with four state-of-the-art 
approaches, our method got the highest precision value 
(95.73). The accuracy of our method was the highest, 
which was 95.96. For the F1, the highest value was 95.84 
from our method. The MCC value of our method (91.92) 
was much larger than four state-of-the-art approaches. 
Our method also got the largest value of FMI (95.84).
  As shown in Figure 8, our experimental method is better 
than four state-of-the-art approaches. All the classification 
index values we got are better than four state-of-the-art 
approaches.

Conclusion
  With the continuous development of computing, the 
application of computer technology is more and more 
widely. In recent years, computer technology has been 
continuously applied in medicine and obtained a lot of 
innovation. In this paper, a method of self-diagnosis of

Figure 6. Flow chart.

Actual class

Predicted class

Positive Negative

Positive True positive (TP) False positive (FP)

Negative False negative (FN) True negative (TN)

Table 3. confusion matrix.
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Figure 7. Experimental results.

alcoholism based on 6-layer customized deep convolution 
neural network was proposed. With 235 participants, 
the accuracy rate was 95.96% ± 1.44%. The sensitivity, 
specificity, precision, FI, MCC, and FMI were 95.96% 
± 1.66%, 95.95%±1.67%, 95.73% ±  1.72%, 95.84% ± 
1.48%, 91.92% ± 2.87%, 95.84% ± 1.48%, respectively. 
Compared with four state-of-the-art approaches, the 
results obtained by the proposed neural network structure 
are more accurate. Therefore, according to its excellent 
experimental results, the proposed neural network 
structure in this paper can be used as one of the methods 
for diagnosing alcoholism.
  Even though this paper obtained great data, there are still 
some shortcomings to be solved in the future. (1) there 
are only 216 images in this paper. For deep convolution 

learning, the number of training set and test set is too 
small. (2) We did not compare the performance of 
convolution layer and fully connected layer with different 
number of layers so we did not get the optimal number of 
convolution and fully connected layers.
  In the future work, we will collect more data to do 
research. Second, we will do more experiments to get the 
optimal number of convolution and fully connected layers. 
Finally, we will test more new network technologies.

Conflict of interest
The authors declare that they have no conflicts of interest to 
disclose.

Run Sen Spc Prc Acc F1 MCC FMI
1 96.49 95.04 94.83 95.74 95.65 91.50 95.66
2 95.61 96.69 96.46 96.17 96.04 92.34 96.04
3 97.37 93.39 93.28 95.32 95.28 90.72 95.30
4 98.25 97.52 97.39 97.87 97.82 95.75 97.82
5 96.49 97.52 97.35 97.02 96.92 94.04 96.92
6 97.37 97.52 97.37 97.45 97.37 94.89 97.37
7 96.49 97.52 97.35 97.02 96.92 94.04 96.92
8 93.86 95.87 95.54 94.89 94.69 89.79 94.69
9 94.74 95.04 94.74 94.89 94.74 89.78 94.74
10 92.98 93.39 92.98 93.19 92.98 86.37 92.98

MSD 95.96 ± 1.66 95.95 ± 1.67 95.73 ± 1.72 95.96 ± 1.44 95.84 ± 1.48 91.92 ± 2.87 95.84 ± 1.48

Table 4. Experimental results.
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Isolation and characterization of DNA barcodes from 
distinctive and rare terrestrial animals in China using 
universal COI and 16S primers
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ABSTRACT
Background: Accurate taxonomic identification is the cornerstone for monitoring, conservation and 
management of ecological resources. China has the highest biodiversities and the richest species 
assemblages in the world, but is lacking in sufficient assessment to the abundant genetic variability. 
DNA barcoding is a proven tool employing sequence information for rapid and unambiguous species 
delineation. However, the ability of barcodes to distinguish species that are archaic and distinctive 
evolutionary lines remains largely untested.

Methods: In order to investigate the resources of terrestrial animals in China, regions from mitochondrial 
COI and 16S are barcoded for 395 specimens belonging to 54 selected species, many of which are 
indigenous representatives in danger. High success rate of PCR amplification is achieved by using 
universal COI and 16S primers with many numts pseudogenes co-amplified from mammalian samples.

Results: Application of barcodes to flag species is generally straightforward since no COI or 16S 
haplotypes are shared between closely related species. Barcoding gap, species resolution and 
phylogenetic relationships relying on our barcode libraries are further compared using distance and tree 
based approaches.

Conclusion: Results show that the discriminatory power of the two barcode markers could differentiate on 
a case-by-case basis, and also suggest a careful consideration of the nuclear numts for barcoding studies 
as they might provide a new understanding for evolution.

Keywords: DNA barcode · COI · 16S · Indigenous animals · China

Introduction
  China is among the highest biodiversities and has the 
richest species assemblages in the world. It is estimated 
that over 10% of the world’s ecosystem types exist in this 
country, including ~2485 species of terrestrial vertebrates 

and at least 51,000 species of insects identified already 
(1). This species richness definitely is still underestimated 
as the rate of new and cryptic species discovery remains 
high. However, China’s genetic resources have also 
decreased sharply in the past decades due to its large 
human population and intensive human activities (2). 
Nearly half of China’s animals are found nowhere else 
and many are archaic and distinctive evolutionary lines 
nowadays at serious risk of extinction, such as the Giant 
panda (Ailuropoda melanoleuca) and Chinese alligator 
(Alligator sinensis) (3). Consequently, the high rates of  
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species discovery and loss have led to the urgent need for 
standardized methods to assess varied animal groups.
  Conventional taxonomic approaches for classification of 
species or breeds mainly rely on the characterization of 
morphological features, which are time-consuming and 
in some cases even lead to the disappearance of a species 
before its description (4). Moreover, both genetic and 
environmental factors underlie morphological variations. 
How genetic and environmental factors influence 
morphological characteristics remains a fundamental 
question under biological investigations (5). Observations 
based on morphology thereby are often unclear and 
challenging for species discovery and delimitation. 
Al though whole  genome sequencing  and  mass 
spectrometry-based protein profiling have also emerged as 
high throughput techniques allowing more precise species 
and breeds assessment (6, 7), the tedious analysis and high 
price slow their development in the field and, as a result, 
faster and easier alternatives with low costs are preferred.
  DNA barcoding is a molecular tool employing sequence 
divergence in short and standardized gene regions to 
aid identification and discovery of species (8). It seeks 
to adopt one or few DNA fragments to efficiently and 
effectively assign any biological sample to its species 
regardless of the visual identification of the sample (9). 
The core idea is based on the fact that certain pieces 
of DNA, when aligned, can be found to vary merely to 
a limited degree within species while this variation is 
much less than between species (10). Therefore, whether 
samples of diverse species can be differentiated largely 
depends on the choice of the DNA sequence, which 
should be easy for amplification using universal PCR 
primers. Regions from mitochondrial genes usually form 
barcodes for members of animal kingdom. This is because 
each mitochondrion possesses insufficient DNA repair 
mechanisms and multiple copies of naked DNA without 
the protection of histone proteins, resulting in a 10-fold 
higher rate of nucleotide substitution in comparison to 
nuclear genome (11, 12). The accumulation of mutation 
in mitochondrial DNAs (mtDNAs) helps introduce more 
sequence diversity to establish phylogenetic relationships 
among animals and increases the chance to distinguish 
between closely related species (13).
  A short fragment of ~648 base pairs (bp) at the 5’ end 
of the mitochondrial gene encoding the cytochrome c 
oxidase subunit 1 (COI) enzyme is the first and so far 
the most broadly used molecular marker for barcoding 
animals (14). It was reported that more than 95% of 
species in test assemblages of different animal groups, 
mainly insects, birds and fishes, showed characteristic COI 
sequences after successfully amplified using a universal 
pair of primers (15). More studies, however, challenged 
the degree of universality for COI and its primers for a 
number of reasons. For instance, the high variability of 
nucleotide sequences at the COI priming sites hinders 
its application to a broader spectrum of animal species 
(16). To address this issue, selected COI region and 
primers have been modified for barcoding species like 
amphibians (17). Yet how well the modifications work for 

bio-identification of other animals is still questionable, 
especially when coming to some distinctive and rare 
lines. As an alternative candidate, mitochondrial 16S 
ribosomal RNA gene is also often used, but its usage is 
substantially restricted to simple taxonomic analyses 
of microbiota (18). This is because of the prevalence of 
insertions and deletions in the non-coding RNA, which 
is thought to greatly complicate sequence alignments, 
although successes that 16S is superior to COI are also 
realized recently for Arthropoda and Amphibians (13, 19, 
20). In spite of this, whether 16S could supply a sufficient 
resolution and robustness to discover entire animal 
kingdom has not been fully explored.
  To date, little is known about the effectiveness of DNA 
barcode for evaluating taxonomic and phylogenetic 
structures of rare indigenous animals. In the paper present 
here, we select 54 representative species of distinctive 
terrestrial animals with 395 samples collected in 15 
provinces throughout China, and systematically test the 
recovery of sequence information with universal primer 
sets that target short segments of the COI and 16S barcode 
regions. The goal of this work focuses on the prospect for 
investigating the genetic variability of threatened species 
using barcode sequences of COI and 16S through both 
distance-based and tree-based approaches. Our efforts will 
assist policy makers to understand the global patterns of 
biodiversity and persuade them to develop management 
strategies for prioritization and hot spots for conservation.

Materials and Methods
Sample acquisition
  Animal samples including blood, semen, hair, tissues 
and faeces were collected in P. R. China following 
Animal Use Protocols approved by the Animal Care and 
Ethics Committee of Nanjing Agricultural University. 
Geographical distribution map of sample collection 
sites was created by making use of HyperText Markup 
Language 5 (HTML 5) and JavaScript scripting language 
(Figure 1). Blood samples were preserved with EDTA, 
whereas semen and faecal samples were frozen in liquid 
nitrogen. Hairs and tissues were kept in 75% ethanol. 
Species identity was based on morphological characters 
determined in the field. A total of 395 specimens 
representing 54 animal species, including 14 indigenous 
breeds of farm animals (4 species) in China, were used in 
this study (Supplemental Table S1). Some species were 
rare and represented by a single specimen solely, but for 
the majority multiple specimens were analyzed.

DNA extraction
  DNA from blood samples was extracted using TINAamp 
Blood DNA Kit (DP348-03), while TINAamp Genomic 
DNA Kit (DP304-02) was adopted for DNA extraction 
from tissues. DNA from animal semen was purified using
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Figure 1. Map of China with sampling sites indicated according to the classification and properties of the specimens. Detailed 
sample information is shown in Table S1.

Barcode Primer Name Primer sequence 5'--3' Source

COI COI-C0 COI-C02 AYTCAACAAATCATAAAGATATTGG [1]

COI-C04 ACYTCRGGRTGACCAAAAAATCA

Chm4 Chmf4 TYTCWACWAAYCAYAAAGAYATCGG [1]

Chmr4 ACYTCRGGRTGRCCRAARAATCA

16S 16S 16Sar-L CGCCTGTTTATCAAAAACAT [2]

16Sbr-H CCGGTCTGAACTCAGATCACGT

[1] CHE, J., CHEN, H. M., YANG, J. X., JIN, J. Q., JIANG, K., YUAN, Z. Y., MURPHY, R. W. & ZHANG, Y. P. 2012. Universal COI 
primers for DNA barcoding amphibians. Mol Ecol Resour, 12, 247-58.

[2] PALUMBI, S. J. D. O. Z. & HAWAII, K. M. L. U. O. 1991. Simple fool's guide to PCR. Dept of Zoology & Kewalo Marine Laboratory 
University of Hawaii. 

Omega Forensic DNA Kit (D3591-02), and Omega 
Stool DNA Kit (D4015-01) was applied for camel faecal 
samples. All procedures were carried out according to the 
manufacturer’s protocol. DNA concentration and purity 
were assessed by Thermo Fisher Scientific NanoDrop 
One. DNA from animal hairs was extracted using alkaline 
lysis method as mentioned in (21). In brief, hair follicles 
from 10 hairs were boiled in 50 μL 0.2 M NaOH for 15 
min, and 50μL Tris-HCl (pH = 6.0) was then added before 

following experimental performance.

COI and 16S amplification
  Less than 150 ng DNA or 5 μL hair lysate was used 
as template to amplify mitochondrial COI and 16S 
fragments. PCR was carried out in a 50 μL volume 
reaction using a Taq DNA polymerase (Vazyme, P213) 
with proofreading activity. Two sets of primers, COI-C0 
and Chm4 (Table 1), were used depending on species to

Table 1. Sequence information of universal PCR primers for COI and 16S.
Base pairs underlined indicate 2-fold degenerate bases.
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amplify the same barcoding region of COI (17). 16S 
barcoding region was amplified with 16Sar-L and 16Sbr-H 
primers (Table 1) by using 1.2 μM of each for all species 
(22). PCR products were visualized on 1% (w/v) agarose 
gels with ethidium bromide and recovered using TIANgel 
Midi Purification Kit (DP209). Details of PCR conditions 
and products for each sample are shown in Supplemental 
Table S2.

TA cloning
  Purified PCR products were linked to pMD19-T vector 
with pMD™19-T Vector Cloning Kit (TaKaRa 6013) 
in a 10μL reaction containing 4.75 μL PCR product, 
0.25 μL vector and 5 μL Solution I. The mixture was 
incubated at 16 ℃ for 30 min and then transformed into 
DH5α competent cells (Vazyme, C502) according to the 
instruction. After gentle mixing, competent cells were 
placed on ice for 30 min, and then in 42 ℃ water bath for 
45s before quick transfer into ice for 3 min. Bacteria were 
cultivated in 100 μL LB media at 37 ℃ for 10 min and 
spread on LB agar plates containing 0.1mg/mL ampicillin, 
0.04 mg/mL X-gal and 25 μg/mL IPTG for selection. 
Single white colonies were picked up and cultivated for 
sequencing.

Sanger sequencing
  DNA barcoding regions were sequenced on both 
directions using PCR primers directly for PCR products, 
or using RV-M: GAGCGGATAACAATTTCACACAGG 
and M13F-47: CGCCAGGGTTTTCCCAGTCACGAC 
primers for TA clonings. The number of colonies 
sequenced is in line with one colony per 50 bp of 
barcoding region unless identical barcode sequence was 
sequenced twice. Sequencing results were assembled, 
aligned and annotated using DNASTAR Lasergene 
package before manually checked. All gained sequences 
were confirmed by sequence similarity search available 
in GenBank and deposited under the following accession 
numbers: MZ046006-MZ046047, MZ046083-MZ046118, 
MZ046726-MZ046731,  MZ047098-MZ047179, 
MZ048967-MZ049527,  MZ050069-MZ050116, 
MZ050118-MZ050213,  MZ050493-MZ050515, 
MZ061667-MZ061700,  MZ068220-MZ068223, 
MZ098871-MZ099441, MZ099449-MZ099455 for 
COI sequences; MZ031856-MZ031915, MZ040165-
MZ040224,  MZ040226-MZ040319,  MZ040322-
MZ040403,  MZ040406-MZ040487,  MZ040500-
MZ040596,  MZ040600-MZ040754,  MZ040922-
MZ041011,  MZ041035-MZ041093,  MZ041115-
MZ041206,  MZ042146-MZ042231,  MZ042371-
MZ042467,  MZ042537-MZ042621,  MZ042714-
MZ042791, MZ042801 and MZ061594-MZ061630 for 
16S sequences.

Sequence diversity
  DNA Sequencing Polymorphism (DnaSP) was adopted 
to screen for haplotypes and polymorphic sites by moving 
a 200-bp-long sliding window 1 bp at a time, and to 

calculate haplotype diversity (Hd), nucleotide diversity 
(π) and the average number of nucleotide differences (K). 
Parameters regarding the length and composition of DNA 
and protein sequences were determined by MEGA
X. Translations of COI haplotypes were checked via 
EditSeq with codon usage and isoelectric point calculated 
automatically using genetic codes for mitochondrial DNA.

Distance and Tress matrices
  DNA or protein sequences were aligned by the Clustal 
W method before the following bioinformatic calculations 
contained in the software package of MEGA X. Inter/
intraspecific genetic distance for COI and 16S was 
plotted using the R programming language based on 
Kimura’s 2-parameter (K2P) model. K2P is one of the 
optimal theories for small pairwise distances, and is 
widely used to calculate sequence divergences in DNA 
barcoding literatures despite it is criticized (23). For each 
animal class, the minimum interspecific distance was 
compared with the maximum intraspecific distance in 
order to determine the presence or absence of a barcoding 
gap. Neighbor joining and maximum likelihood trees 
construction were done using the “pairwise deletion” 
option for the treatment of gaps and missing data. Node 
support was computed by 1000 bootstrap replicates with 
K2P distance for DNA data and Jones-Taylor-Thornton 
(JTT) algorithms for proteins as a model of substitution. 
Phylogenetic dendrograms were finally exported into the 
web based iTOL (https://itol.embl.de/itol.cgi) tool for 
annotation and visualization.

Statistical analysis
  All data are expressed as the average ± SD. Spearman’s 
correlation coefficient was used on data processing 
to assess the relationship between the variables. Data 
analysis was performed using the IBM SPSS software. 
Comparisons between two groups were made using 
Student’s t-test. The level of significance was set at p < 
0.05.

Results and Discussion
Isolation and characterization of COI DNA barcodes
  Both COI-C0 and Chm4 primer sets were reported to 
span the same positions in the COI gene of amphibians 
(17). The Chm4 primer set was designed to have more 
2-fold degenerate bases in comparison to COI-C0 (Table 
1). Therefore, the Chm4 primer set is utilized in this 
study only when the COI-C0 primers fail to amplify a 
perfect PCR product. In this experimental setting, 1480 
COI sequences recovered from 391 specimens (> 98.98% 
success) yield 787 unique haplotypes ranging from 616 
to 663 bp with an average of 652 bp, among which 592 
haplotypes are defined from 1094 sequences generated by 
COI-C0 for 28/6 species/breeds, while the rest are from 
25/8 species/breeds through Chm4 primer pair (Figure 
2a, Supplemental Table S2 COI 1st pair and Table S3). 
Notably, haplotype sequences of COI are only shared 
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among various breeds of farm animals, but not at the level 
of species.
  The average nucleotide composition of COI haplotypes is 
27.32% A, 30.58% T, 25.65% C and 16.45% G (Figure 2b). 
The GC content of these sequences varies from 25.60% 
to 52.40%, and identifies insects having the lowest GC 
content, consistent with what was reported before (24). As 
shown in Figure 2c, the density of variable sites in 200 bp 
windows along the alignment of COI haplotypes does not 
fluctuate widely for each animal group. Even so, the third 
position of genetic code generally is the least conserved 

and the second codon position shows slightly smaller 
variation than the first position (Figure 2d), in line with 
the “wobble phenomenon” during protein translation (25). 
However, this is not the case for 16S, which is a non-
coding RNA and has all positions varying at an identical 
rate (Figure 2d’).

Isolation and characterization of 16S DNA barcodes
  The 16S primers manage to obtain 1255 sequences 
from 390 out of 395 collected samples comprising 53/14 
species/breeds in this study (Supplemental Table S2). 

Figure 2. Isolation and characterization of COI and 16S barcodes. (a-b’) Sequence length and average nucleotide composition 
of COI (a and b) and 16S (a’ and b’) haplotypes. (a and a’) Each dot represents a unique haplotype. (c and c’) Sliding window graph 
comparing the number of variable sites for COI and 16S haplotypes. Each window size of 200 bp is slid through the full segment 1 
bp at a time, resulting in 459 windows for COI (c) and 344 for 16S (c’). Animal groups are indicated by lines with different colors. (d) 
Variation of the triplet code of COI haplotypes. Consensus strength is scored according to the Alignment Report given by MegAlign 
using Lasergene software package and plotted according to the positions of genetic code. (*) p<0.05; (***) p<0.001. The same rules are 
applied to non-coding 16S haplotypes but the codon positions are defined randomly (d’). (N.S.) not significant.
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After removal of identical sequences within any one 
species, the barcode library is reduced to 592 unique 
haplotype segments with an average of 550 bp and 
lengths ranged from 503 to 574 bp (Figure 2a’ and 
Supplemental Table S4). Of these, 89.02% haplotypes 
are newly discovered in current study after aligned to 
the 16S sequences in GenBank database. Similar to COI 
barcodes, there is no haplotype sequence of 16S found to 
be shared between species either.
  The base compositions of 16S are always biased towards 
A and T, which together are present in a higher proportion 
than GC, while the latter varies from 20.70% to 49.38% 
(Figure 2b’). As usual, insects have the lowest GC 
content. Molecular diversity indices of both COI and 16S 
barcodes are given in Table 2 for comparison. Overall, 
16S shows lower nucleotides diversities (π) as well as 
average number of nucleotide differences (K) for all 
animal groups when compared with COI. Also distinct 
from COI, 16S haplotypes seem less polymorphic in their 
initial and final portions for all animal groups except for 
farm animals, which have the largest amount of variable 
sites owing to having too many 16S haplotypes for test 
(Figure 2c’).

Isolation and characterization of COI protein peptides
  Translation of COI haplotypes is also examined as 
COI is a protein-coding gene with essential function for 
oxidative phosphorylation (26). Results reveal that out of 
787 unique COI barcodes, only 462 consisting of 51/11 
species/breeds are functional domains containing no stop 
codon (Supplemental Table S3). Of those nonsense 
mutant fragments, more than 99% are novel sequences, 

majority of which are derived from mammalian samples 
(wild mammals and farm animals) (Figure 3a and b). In 
this respect, the percentage of new COI haplotypes able 
to encode proteins is >13% lower (86.36%), close to that 
of 16S (89.02%) when aligned to the data in GenBank.
  The 462 functional COI barcodes mentioned above in 
total isolate 318 unique peptides, for all of which Leucine 
is the amino acid used most frequently although obvious 
codon bias for Leucine is observed among animal groups 
(Supplemental Table S5 and Figure 3c). The average 
length of the 318 COI peptides is 219 amino acids, within 
a narrow range from 214 to 220 amino acids, correlated 
with the small window of their isoelectric points between 
4.059 and 6.308 (Figure 3d and e). When compared to 
data available in Genbank, around 87.11% peptides are 
characterized to be novel COI sequences (Figure 3b). 
However, sharing of peptide sequence is detected between 
species of not closely related birds or mammals, indicating 
COI proteins, in contrast to COI nucleotides, possess 
higher conservatism in the course of species evolution 
(Supplemental Table S5).

Barcoding gap and Species resolution
  The primary application of barcode markers is to 
discriminate species. Methodological approaches for 
species delineation using DNA barcodes are commonly 
dependent on genetic distance-based measures, which rely 
on the assumption of a remarkable separation between 
intraspecific variation and interspecific divergence in 
the selected marker, also referred to as the barcoding 
gap (27, 28). K2P analysis thus is conducted using COI 
haplotypes, coding COI and 16S haplotypes to calculate 

Figure 3. Isolation and characterization of COI peptides. (a) Translation of COI haplotypes using genetic codes for mitochondrial 
DNA among different animal groups as indicated. (b) Percentage of novel sequences (seq) identified after BLAST similarity search 
in Genbank. (c) Usage of synonymous codons for leucine in COI peptides. Animal classes are indicated by various colors. (d and e) 
Sequence length and isoelectric point of COI peptides. Each dot represents a unique protein sequence.
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genetic distance respectively. The two COI datasets give 
comparable outcomes among all animal groups except 
for insects, in which coding COI is moderately better, 
displaying a murky gap with the minimum interspecific 
distance higher than the maximum intraspecific distance 
(Figure 4a-f ’). Additionally both translatable COI 
and 16S haplotypes exhibit barcoding gaps for insects, 
amphibian, reptiles and birds, even though COI protein 
peptides are shared between some birds (Figure 4 and 
Supplemental Table S5). Nevertheless, both fail to show 

a separate distribution for mammals within and between 
species or breeds (Figure 4e-f’).
  Sequence datasets then are further evaluated using 
BLAST searches, which typically employ distance-based 
algorithms for pairwise alignments to assess species 
resolution (6). Performance of BLAST using COI peptides 
no surprise deliver the lowest species resolution because 
of the highest degree of sequence conservation (Figure 5a 
and Supplemental Table S5). As for DNA barcodes, COI 
overall offers better species resolution than 16S (Figure 5a),  

Figure 4. Histograms displaying the intraspecific and interspecific K2P pairwise sequence divergences for all COI haplotypes 
(a-e), coding COI (a’-e’) and all 16S haplotypes (g-k) of animal classes as indicated. Genetic distances are also compared within and 
between the 14 breeds of farm animals with COI haplotypes (f), coding COI (f’) and 16S (l) haplotypes. The minimum and maximum 
inter/intraspecific distance is depicted for each comparison. Gray arrows indicate the existence of barcoding gaps.
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especially for insects, amphibians, reptiles and wild 
mammals (Figure 5b). Although the capability to make 
species-level identifications diverges tremendously for 
both DNA markers, a statistically significant correlation 
(rho = 0.76, p < 0.01) is noted between the average 
resolutions of COI and 16S for each species or breed of 
farm animals (Figure 5c, Supplemental Table S3 and 
S4). In addition, BLAST results give a general impression 
that translatable COI barcodes have higher levels of 
species discrimination than their non-coding counterparts 
(Figure 5a). However, this is not always true since for 
species or breeds such as Golden monkey (Rhinopithecus 
roxellanae), Tibetan cattle (Bos grunniens), Sanhe horse 
and Tibetan horse (Equus caballus), some non-functional 
counterparts can perform even better (Supplemental 
Table S3).

Phylogenetic relationships
  Contrary to divergence-based barcoding gap, construction 
of evolutionary trees places emphasis on conservation 
areas which are designed or prioritized according to 
their phylogenetic diversity (29). The most popular 
approaches to reconstruct phylogenies are the neighbor-
joining (NJ) and the maximum likelihood (ML) algorithm. 
Although both phylogram constructions could correctly 
discriminate most COI haplotypes, with exception 
discussed below, NJ turns out to act better in light that it 
allocates related species closer to each other as hinted by 
the line colors representing animal classes in Figure 6. 
Yet the topologies of ML tree search sometimes can be 
more similar to the traditional taxonomic classifications. 
For example, rather than directly rooted from the 
same node as Sika deer (Cervus nippon) (Figure 6a),

Species barcode N S H Hd (SD) π (SD) K

Insects COI 138 363 62 0.9240 (0.0120) 0.19422 (0.00208) 126.246

16S 122 247 51 0.9010 (0.0160) 0.18603 (0.00507) 90.412

Amphibians COI 37 261 19 0.9350 (0.0220) 0.16619 (0.01298) 108.853

16S 42 194 20 0.9360 (0.0180) 0.15242 (0.00657) 80.632

Reptiles COI 78 308 35 0.9050 (0.0210) 0.15734 (0.00861) 103.528

16S 69 213 30 0.8880 (0.0270) 0.14312 (0.00722) 70.987

Birds COI 54 448 26 0.9590 (0.0100) 0.18004 (0.02340) 108.92

16S 69 213 44 0.9740 (0.0090) 0.09766 (0.00357) 53.030

Wild Mammals COI 270 405 157 0.9847 (0.0028) 0.20079 (0.00152) 127.703

16S 236 297 121 0.9775 (0.0038) 0.12394 (0.00193) 62.465

Farm animals COI 903 474 488 0.9610 (0.0041) 0.14981 (0.00229) 86.592

16S 717 368 326 0.9666 (0.0027) 0.05204 (0.00205) 27.684

Table 2. Genetic diversity of COI and 16S barcodes generated in the present study.

N=number of sequences; S=number of polymorphic sites; H=number of haplotypes; Hd (SD)=haplotype diversity (standard deviation); π 
(SD)=nucleotide diversity (standard deviation); K=average number of nucleotide differences.

Figure 5. Species resolution provided by COI, 16S DNA barcodes and COI peptides (a) for different animal groups (b) as indicated. 
Species resolution of unique sequences is predicted using BLAST searches based on reference libraries in Genbank, where reference 
sequences might be deposited unequally for various species. (**) p<0.01; (***) p<0.001; (N.S.) not significant. (c) Correlation between the 
average resolutions of COI and 16S for each species or breed of farm animals. Each dot is plotted according to the average values of 
resolution from all COI or 16S haplotypes belonging to the same species or breed. Spearman's correlation coefficient rho=0.76 (p<0.01).
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COI coming from cattle gather together and form a 
parallel branch with sheep before grouping with the 
branch containing deer according to the ML inference 
(Figure 6b). Unexpectedly, the Tibetan sheep (Ovis aries) 
haplotypes here are sequences bearing stop codons and 
considered as outgroup from the other 24 COI barcodes 
of sheep, whereas one coding sequence from Tianzhu 
white yak (cattle) is still misplaced with deer (Figure 
6b box), highlighting a stronger discriminatory power 
of nonsense mutants that is usually ignored as reviewed 

by earlier studies (30, 31). Exceptional case common for 
both tree-building methods is Giant salamander (Andrias 
davidianus), whose coding peptides also fail to cluster 
with other Amphibians in protein phylogenies based on 
the JTT models (Supplemental Figure S1), indicating a 
special position of the archaic species in the evolutionary 
history (32).
  It is noticeable that the NJ approach is much more superior 
to ML when it comes to 16S haplotypes (Figure 7). The 
average bootstrap proportion of NJ somehow is a little 
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Figure 6. NJ (a) and ML (b) trees inferred from COI haplotypes using K2P distances. Highlighted boxes show a more detailed view of 
Sika deer, Tibetan sheep and cattle with bootstrap values. Sequences from Giant salamander, primates and Equus (horse and donkey) are 
also highlighted. (Avg BS) average bootstrap support.



GUO, at el.

 https://doi.org/10.37175/stemedicine.v2i7.95 10

STEMedicine 2(7).e95. JULY 2021

bit lower than ML, but the NJ algorithm identifies all 
animal classes accurately with each individual 16S nearly 
perfectly assigned into their right sites. However, some 
16S sequences originated from primates as well as Equus 
(horse and donkey) are found to be mixed within their 
groups and not arranged according to their species. These 
failures are also detected in phylogenetic trees constructed 
by COI, implying they have a very close kinship (Figure 6).
  Different from the universal bar code consisting of a 
series of vertical bars that are printed on commercial 
products, DNA barcodes are genetic markers seeking to 
use sequence message of any biological sample, regardless 
of morphological identification of the sample, to address 
questions relating to taxonomy, ecology and  evolution 
(33). A considerable amount of studies have evaluated the 
performance of a variety of barcode markers with respect 
to both their ease of PCR amplification and their capacity 
to delineate species (34). By making use of previously 
reported primers, here we manage to amplify and isolate 
DNA barcodes from nearly all Chinese terrestrial animals 
sampled. Totally 787 COI and 592 16S unique haplotypes 
are characterized in the survey of 54/14 animal species/
breeds. Sequences of selected COI and 16S region are 
shared inside species but not between species with a 
low GC content on average, which is a typical feature 
of mitochondrial genome. In general, COI markers are 
longer and more polymorphic than 16S as reviewed by 
parameters of nucleotides diversities (π) and average 
number of nucleotide differences (K) (Table 2). These 
results clearly demonstrate that both COI and 16S primer 
pairs possess high degree of universality, competent to 
capture targeting segments efficiently from distinctive 
and rare lines of insects, amphibians, reptiles, birds and 
mammals across China.
  In terms of choices of segments for barcoding and 
species diagnosis, DNA sequences that evolve slowly, like 
ribosomal genes in nucleus particularly, often do not differ 
among closely related organisms. Conversely, sequences 
that evolve rapidly may overwrite the traces of ancient 
affinities, but regularly reveal divergence between closely 
related species. Overwhelming evidence has suggested 

that mitochondrial genome is more likely to supply 
suitable candidate regions for barcoding animals for its 
maternal inheritance, non-introns and rapid evolution 
(35, 36). In order to assess the performance of mtDNAs 
in our context, distance-based and tree-based approaches 
are utilized to analyze the data libraries of COI and 16S 
garnered in this study. Substantially, all methods tend 
to be congruent with regards to success or failure. The 
opportunities to distinguish species dependent on the 
two markers are high for insects, amphibians, reptiles 
and birds with recognizable barcoding gaps, though COI 
appears to provide better species resolution after sequence 
alignment via BLAST, which might be a bias brought in 
by the reference databases available at this moment in 
Genbank (28). Furthermore, it will be more challenging 
to differentiate indigenous mammals using COI and 16S 
because neither of them is capable to display a perfect 
species boundary according to our exploration. This 
might be a reason why until now fewer barcode records 
of COI and 16S are accessible for mammals despite their 
prevalence in amphibians and reptiles. Nevertheless, 
i t  should be noted that the phylogenetic pattern 
reconstructed with 16S through NJ algorithm seems 
more reliable than COI, providing a picture generally 
analogous to the conventional taxonomic classifications. 
In sum, we speculate that both mitochondrial COI and 16S 
could function comparably at least as an eligible barcode 
marker for most species involved in current study, and 
that application of the two genetic markers relying on 
bioinformatic approaches should be cautious on a case-
by-case basis.
  In contrast to earlier studies, we realize high frequency 
of multiple sequences from one single PCR product as 
well as many COI haplotypes bearing non-sense mutations 
in our experimental setting. In fact, the heteroplasmy 
in mtDNA and the presence of nuclear pseudogenes of 
mitochondrial origin (numts) have raised many concerns 
in the field of barcoding (27). It is known that each 
eukaryotic cell could contain approximately 1000 copies 
of mtDNA, leading to a condition called heteroplasmy, 
where both wild-type and mutant mtDNA molecules

Figure 8. Heteroplasmic conditions in mitochondrial COI and 16S markers. COI and 16S are sequenced directly using PCR primers 
or after TA cloning, from which bacterial colonies are picked up in line with one colony per 50bp DNA unless the same sequence is captured 
twice. Heteroplasmy then is monitored either by the chance to obtain identical sequence (“heteroplasmic index” in a) or by the copy 
number of haplotypes generated (b). (b) Correlation between the copy numbers of COI and 16S barcodes for each individual specimen. 
Spearman's correlation coefficient rho = 0.18 (p < 0.01).
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co-exist within the same cell (37). As illustrated by 
our data, insects, reptiles and mammals possess strong 
heteroplasmic phenomena in their mitochondrial genome 
while the mtDNAs of amphibians and birds hold fewer 
mutations (Figure 8a). We argue this difference is 
chiefly because of the properties of specimens sampled 
rather than due to the nature of the species since it has 
been demonstrated that the number of mtDNAs each 
mitochondrion carries is in a tissue-specific manner (38, 
39). Yet interestingly, our findings unveil that the copy 
number of COI haplotypes is not tightly associated with 
that of 16S from the same specimen (Figure 8b), implying 
that evolutions of the two mitochondrial fragments are not 
synchronous, undergoing a relatively independent pattern 
that might be controlled by their protein coding abilities.
  Meanwhile it is very likely that nuclear numts are also 
co-amplified by using universal COI and 16S primers. Due 
to the differences in genetic code between mitochondrial 
and nuclear genomes, numts are documented and 
recognized as non-functional copies of mtDNA with 
diverse sizes naturally integrated into the nuclear 
chromosome through unknown mechanism (40). Once 
inserted into nucleus, numts decelerate their evolutionary 
rate and become molecular fossils of mtDNA, which 
are thought to be indispensable for recovering ancient 
relationships (41, 42). When examining the translation of 
COI haplotypes, we uncover a big portion of non-coding 
pseudogenes with extremes that no translatable COI is 
identified from species like Jungle fowl (Gallus gallus) 
and donkeys (Equus asinus). Under such circumstance, 
it will be more reasonable to believe that these non-
functional sequences are primarily derived from numts as 
extraction methods preferring nuclear DNA is conducted 
before. To ask whether PCR primers could revise this 
preference, we check the products amplified from another 
pair of COI primers (Supplemental Table S2 COI 2nd 

pair) for Jungle fowl and donkeys. The same criteria are 
applied to guide TA cloning and Sanger sequencing for 
Jungle fowl and six donkeys, from which the highest or 
the lowest copy numbers of haplotype are detected with 
COI-C0 primers for each of the three breeds (Tibetan, 
Yunan and Dezhou Donkey). This time, the chance to gain 
functional sequence is improved, but no correlation of the 
copy numbers of COI haplotypes is observed from the 
two primer pairs, confirming these primers are picking up 
homologous sequences from distinct gene loci (Table 3).

  On the other hand, in order to evaluate the potential 
misidentifications that could be caused by numts 
sequences, we decide to keep them in the analyses as 
outlined above. Our results show that coding COI in 
most cases allows methodological approaches to achieve 
more, but the influence of numts on the accuracy of 
taxonomic description is limited, suggesting that majority 
numts screened in this study are merely evolved for brief 
periods of time. Surprisingly, phylogenetic hierarchies 
deduced from both NJ and ML could position all COI 
numts to their expected places at the species level except 
for primates and Equus, which have been discussed 
earlier. More intriguingly, in-depth analysis in Figure 6 
classifies two groups of non-coding numts from Tibetan 
sheep, among which seven are clustered with functional 
COI haplotypes whereas the other three are separated as 
outgroup with a stronger discriminatory power, at least 
in ML phylogram, than their coding counterparts. Taken 
together, these observations indicate that it is indeed not 
easy to characterize the role of numts as it stands for 
an ongoing evolutionary procession (41). Of course, it 
certainly is unfair to treat sequences as numts solely based 
on translation, which is not feasible for 16S. Yet it should 
be acceptable considering that the percentages of novel 
sequences are parallel among translatable COI, 16S and 
COI peptides but not non-coding COI (Figure 3b). In a 
word, our preliminary findings recommend that a careful 
investigation of numts may provide novel insights into 
the DNA barcoding system with potentially widespread 
scientific and practical benefits.
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COI PCR Sample ID Jungle_
fowl-B

Tibetan_
donkey3-B

Tibetan_
donkey5-B

Yunnan_
donkey8-B

Yunnan_
donkey9-B

Dezhou_
donkey4-B

Dezhou_
donkey52-S

1st pair

sequence # 2 3 6 2 9 1 13

haplotype # 1 2 5 1 8 1 12

translatable haplotype # 0 0 0 0 0 0 0

2nd pair

sequence # 4 4 2 3 3 6 8

haplotype # 3 3 1 2 2 5 7

translatable haplotype # 3 2 1 1 2 3 3

Table 3. COI sequences and haplotypes obtained from the same samples using two pairs of PCR primers.
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